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COMPUTING PLANNING AND MANAGEMENT

Reinvesting in our Future
In light of ongoing Laboratory cost constraints, the Chief Information Officer (CIO) initiated a division wide project to identify areas within the Information Technologies and Services Division (ITSD) where potential cost and effort savings could be realized. The goal is to reinvest the cost savings toward the strategic projects that ITSD should undertake on behalf of the laboratory but does not have the funding for. Ideas were solicited from all ITSD staff. A number of promising proposals have now been selected and chartered as projects to move forward. 
Information Technologies and Service Division (ITSD) Challenge Team

Recognizing that the identification and implementation of cost and effort saving projects is an incremental approach that must be supplemented by “out of the box” thinking, the CIO commissioned an ITSD Challenge Team.  Team members, mostly group leads selected from ITSD departments, have been asked to look at ITSD futures in a visionary manner.  They are to identify alternative strategic approaches to ITSD’s:

· Service delivery model

· Internal infrastructure provisioning

· Financial models 

· Organizational structure  

· Partnering opportunities with other LBNL or non-LBNL organizations.
Additionally, they are to identify areas or techniques that would benefit from streamlining, standardization, consolidation, or strategic sourcing.  

The Challenge Team’s final report was completed in August

Infrastructure Hardware Funding Model Changes
A computing paradigm shift is taking place that impacts the level of complexity of the Laboratory’s enterprise computing infrastructure.  The majority of our applications are moving from a client-server environment to a multi-tiered web based one.  These changes require a more distributed architecture utilizing smaller servers. The smaller equipment purchases no longer qualify for DOE General Purpose Equipment (GPE) funding, because they do not meet the GPE minimum costing threshold of $25K.  In order to maintain the long term capacity of our hardware infrastructure, a new funding model is being pursued. Other options for funding infrastructure related purchases such as strategic sourcing are also being reviewed.
Benchmarking the Laboratory’s Strategic Computing Services 
A benchmark of the Laboratory’s strategic computing services is currently underway.  The benchmark will examine a number of computing areas and compare their underlying costs to other DOE Laboratories with similar functions. The comparison will examine the constituent elements of the function supported, including number of fulltime employees, number of consultants and other supporting costs including hardware, software and training in order to compare the total staffing and budget being utilized to sustain the functional effort.  
COMMUNICATIONS AND INFRASTRUCTURE SUPPORT

ESnet’s New Collaboration Services - MANs

ESnet is implementing a new architecture of connected Metropolitan Area Networks (MANs).  This high-speed network, serving thousands of DOE scientists and collaborators worldwide, enables researchers at national laboratories, universities and other institutions to communicate with each other using the collaborative capabilities needed to address some of the world’s most important scientific challenges.  The first new MAN will be built in the San Francisco Bay Area, connecting DOE’s Stanford Linear Accelerator (SLAC), Lawrence Berkeley National Laboratory, the Joint Genome Institute (JGI), the National Energy Research Scientific Computing Center (NERSC), the ESnet core network hub in Sunnyvale, CA (run by Qwest Communications International), and the Sunnyvale site of Level 3 Communications, Inc., which includes a National Lambda Rail hub with access to DOE’s UltraScience Net.   

Lab Reduces Number of Active Email Servers by Factor of 15 

In March, the Lab Director directed the CIO to reduce the number of email servers at Berkeley Lab from 290 to 25 or fewer. The goal was to improve efficiency by reducing redundancies in cost and effort, and to limit the Lab’s cyber security exposure. 

ITSD contacted the owners of all 290 of the servers (many of which were enabled, but were not being used as email servers) and required them to justify their continued use as email servers. As a result, only 19 of those servers have been certified to process email, and the status of another three is being reviewed. Additionally, 67 servers have been configured as email repositories, and two others are in the process of being converted to repositories.
ITSD Business Continuity Project Kickoff

ITSD is developing a division wide business continuity plan and creating an alternate data processing site for disaster recovery.  The plan will enhance the ability of the division’s service providers to bring back on-line in a timely manner selected mission critical applications following a major disaster.

The project kicks off with an audit of the lab’s existing business continuity plans against industry best practices.  An ITSD business continuity task force including functional department representatives will be formed to help scope the project to bring ITSD’s readiness capabilities to an acceptable level.  The resulting system recovery strategy will be developed based on recovery time objectives established by the various business and operations units.  

Web server Consolidation Project Gets Underway

A project is underway to determine the most cost effective solution for consolidation of ITSD owned web servers/services.  The goal of the project is to standardize and centralize web servers where appropriate within the division.  The web server consolidation team will define and implement standards for such things as content management systems, monitors and tools, application interfaces, development languages and middleware. All of those standards will improve overall systems management and reduce complexity.  The centralization and standardization of web servers will potentially reduce overall Laboratory support cost for both systems administration and cyber security.

Workstations Standardization Project  

Recognizing that workstation standardization is a prerequisite to centralizing workstation support services, ITSD has launched an effort to standardize desktop equipment. There is to be one “primary” workstation per employee.  This primary workstation will be funded centrally and placed on a three year replacement cycle. An inventory of each department’s workstations was conducted in order to identify CPUs and monitors that would be replaced in the next three years to upgrade and standardize desktop equipment.   This effort is expected to reduce overall desktop support and maintenance costs.

APPLICATIONS PORTFOLIO MANAGEMENT

PeopleSoft Financials Version 8.8 Upgrade

The upgrade of our eight PeopleSoft modules from version 7.5 to version 8.8 is proceeding on schedule.  The official kick off of this project was in April, and it began with a series of discovery sessions aimed at educating the functional departments on the new features and capabilities of the software, and providing a forum for evaluating the opportunities for the adoption of new features and the abandonment of prior customizations.  We are currently making changes as needed to merge our online customizations with the new delivered code, and making preparations for the initial round of user acceptance testing.  The upgrade is scheduled for completion in early March 2005.
DOE STARS on Hold

The FMS systems team has worked closely with the DOE’s STARS team to implement the enhancements necessary to provide test data as required for the implementation of their new Standard Accounting and Reporting System.  However, two weeks ago, the DOE’s project team announced their decision to delay the STARS deployment, which had been scheduled for October 2004.  At this time the extent of the delay is unknown.

Budget System Assessment

Our cross-functional Budget System Assessment team has nearly completed its examination of the Laboratory’s enterprise budgeting and funding requirements, including in-depth interviews with budget analysts in every business area.  The team also conducted a series of meetings with other DOE Laboratories to review their budgeting systems.  The BSA team is recommending the implementation of Brookhaven National Laboratory’s Web-based Budget and Forecasting System, written in PeopleSoft 8 technology.  If approved by the Laboratory’s Enterprise Computing Steering Committee, this system would be deployed in a series of incremental phases, beginning with the implementation of funds control functionality, and followed by the implementation of project and effort planning and institutional planning functionality.  The project would begin in March 2005, after the completion of the PeopleSoft 8.8 upgrade.

Travel System Futures

Following the implementation of the Gelco Travel Manager system in February 2004, there have been many concerns about the system, including negative feedback from users about the system’s non-user-friendliness, the long-term cost of ownership, and the vendor’s inability to perform responsively to our needs.  A study group has been chartered to examine the future options for the Laboratory’s Travel system, including upgrading Gelco to version 8.2 or replacing it with the PeopleSoft Expenses module.  This group will make its recommendation to Management in September.

Electronic Portfolio Management Environment (ePME)

In early 2005 the DOE will launch a new system called the Electronic Portfolio Management Environment (ePME), aimed at streamlining their old paper-based methodology for the annual DOE budget call.  LBNL will need a new automated method for submitting funding proposals to ePME in order to remain compliant with DOE requirements.  LBNL’s new system will be a Web-based application written in PeopleSoft 8 technology as a bolt-on to the PeopleSoft Grants module.  This will provide a standard look-and-feel, and will facilitate future integration with the Laboratory’s other financial systems.  

Applicant Tracking System Fit Gap Completed

Following the completion of the fit-gap analysis for a new Applicant Tracking System, HR has decided to hire an outside vendor, Employment Engineering, to host the jobs search page used by potential job applicants. The Applicant Tracking application itself will continue to reside within the Lab’s PeopleSoft HRIS System. This solution is aligned with the Laboratory’s Best Practices model for Recruitment.

New Web Interface for Laboratory’s Employee Time System

The Laboratory’s Employee Time System (LETS) has undergone major changes in the past few months. Our original 10-year old user interface (based on Oracle Forms 3) has been de-commissioned and replaced by LETSLite, a java based user interface. The LETS database was also upgraded to the current Oracle RDBMS release.  Employees can now enter their time from any internet accessible location.

New Hire System Enhances Security and Productivity  

The New Hire System has been created to proactively collect new employee information that meets the requirements of SB1386 and store the information in a safe and secure manner.  New lab employees simply fill out a secure online form prior to their start dates so that the data can be entered into the HR system.   The application will increase productivity of new  employees by collecting all required information for creation of computer accounts and site access credentials prior to the employee’s initial arrival on site.

Student Intern Careers Tracking
The PDB Student Programs System is a new web based application that has been developed to track the careers of individuals who came to the Laboratory as student interns.  Students can create their profile by registering online and then periodically update it to maintain currency.  The home division can then measure the success of their student program by the profile data collected.  In addition, the data can be searched and used to generate mailing lists. 

Document Management for the Directorate
The eManage Database is a new document management system that will be used to track incoming and outgoing mail as well as action items for the Directorate, Deputy Director of Operations and Deputy Director Offices.  Binary documents such as PDF, Powerpoint, Word, etc can be uploaded and subsequently searched via the Verity Ultraseek Server. 
Chemical Management System Fire Control Area Enhancement

An enhancement to the Chemical Management System was rolled out at the end of June.  It enables threshold reporting of chemical hazards by industry standard fire control areas.  Previously such reporting was only available by building and/or room.  This satisfies a recent Hazard Analysis Best Practices Panel finding and provides a tool for the Fire Marshal to use to assure the lab is in compliance with Occupancy ratings.

US Bank Implementation for Procurement Card

LBNL entered into the UC-system-wide agreement to replace its procurement card service provider with US Bank. The modifications to the Lab’s Procurement Card application to accept transaction files from US Bank have been running successfully in production since late May 2004.   This was done in time for Berkeley Lab to receive its portion of US Bank’s financial incentive for early conversion. 
DATA WAREHOUSING AND REPORTING

Berkeley Laboratory Information System (BLIS)
The Berkeley Laboratory Information Systems (BLIS) is a multi-year project aimed at providing laboratory users with a “personalized information cockpit” from which they can navigate and gain access to management information with a few simple key strokes. With the success of the pilot phase and Phase II.1, planning for the remaining phases of the BLIS project is well underway. New features would include: 

· Single sign on from the Enterprise Portal to the laboratory life line applications such as time keeping, electronic mail, calendar and eProcurement.
· Personalization and report publishing from the BLIS Decision Support Systems to the Enterprise Portal.
· Assessment of content management capability.

· Personal Work Queue to manage approvals (travel, procurement, etc.).

· Standard reports for the Scientific Division Directors and their deputies to assure accountability.

· A mechanism to provide reporting for the Balanced Scorecard initiative at the lab.  
PRODUCTION SERVICES AND SUPPORT
Big Brother Watches ISS Web Applications 

Production Services deployed the open-source Big Brother monitoring and notification tool early in April. Big Brother has consolidated all of our homegrown web application availability monitoring scripts within a comprehensive monitoring framework.  In addition to providing a single status dashboard for all hosts and websites, Big Brother provides rule-based notifications, acknowledgment capabilities, and reporting.  Deploying the tool has decreased the amount of time required for Production Services to detect and react to a UNIX web application problem, and most  are now detected and solved before receiving a customer complaint. 

Software Depot Centralizes Tools 


In order to reduce the costs of UNIX software installation and maintenance, Production Services implemented a centralized software repository using the open-source tool LUDE (Logithèque Universitaire Distribuée et Extensible).  It provides a simple and effective way to store, catalog, and distribute source code, scripts and binaries for a variety of architectures, operating systems, and versions.  Instead of installing the same software on each machine, administrators build and install software once per platform in the repository.  The software repository is mounted over the network where needed, eliminating repetition and saving time.  As software versions change, new releases can be tested without changing the current version, while legacy versions remain available in the repository.  This approach gives developers the flexibility and stability they need for effective management of software deployment.

Lab Hosts Fifth Workshop on the DOE Advanced Computational Software Collection 

Berkeley Lab hosted a workshop to familiarize users with the DOE Advanced Computational Software Collection (ACTS Collection), a set of high-performance computing tools mainly developed at DOE laboratories. The ACTS Collection of software tools aims to simplify the solution of common and important computational problems and has provided substantial benefit to a wide range of scientific and industrial applications. The workshop included a range of tutorials on the tools plus discussion sessions aimed to solve specific computational needs of the participants, and hands-on practices using NERSC's state-of-the-art computers. 
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